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Abstract. In this paper, we find all solutions to the Diophantine equation Fn + Fm =
2a(Fr + Fs), where {Fk}k≥0 is the Fibonacci sequence. This paper continues and extends
previous work, which investigated the powers of 2 that are sums of two Fibonacci numbers.
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1. Introduction

Let {Fk}k≥0 be the Fibonacci sequence given by Fk+2 = Fk+1 + Fk, for all k ≥ 0,
where F0 = 0 and F1 = 1. The problem of determining all integer solutions to
Diophantine equations with Fibonacci numbers has gained a considerable amount
of interest among the mathematicians and there is a very broad literature on this
subject. In addition, these numbers show up in many areas of mathematics and in
nature. Also, there is the Lucas sequence, which is as important as the Fibonacci
sequence. The Lucas sequence {Lk}k≥0 follows the same recursive pattern as the
Fibonacci numbers, but with initial conditions L0 = 2 and L1 = 1. For the beauty
and rich applications of these numbers and their relatives one can see Koshy’s book
[4].

In the present paper we extend the work [2], which investigated the powers of 2
that are sums of two Fibonacci numbers. To be more precise, we find all solutions
of the Diophantine equation

Fn + Fm = 2a(Fr + Fs) with n,m, a, r, s ≥ 0. (1)

Let us first give some terminology. Given a positive integer N the Zeckendorf de-
composition of N is a representation of the form

N = Fn1
+ Fn2

+ · · ·+ Fnk
,
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where ni − ni+1 ≥ 2. This always exists and up to identifying F1 with F2, it is
unique. In (1), we ignore the solutions for which n = m = r = s = 0 (and any
a ≥ 0). If one or more of the Fibonacci numbers involved in (1) equals 1, we then
assume that its index is 2. Finally, when N = Fn+Fm and M = Fr+Fs, we assume
that n > m ≥ 0, r > s ≥ 0 and that the above representations are the Zeckendorf
decompositions of N and M , respectively. This rules out cases like m = n − 1, for
which N = Fn + Fn−1 = Fn+1, as well as n = m, for which N = Fn + Fn = 2Fn =
Fn+1 + Fn−2. Finally, we also ignore the trivial diagonal solutions (n,m) = (r, s)
and a = 0. The rest of solutions will be called non-degenerate.

The theorem is as follows.

Theorem 1. Equation (1) has two parametric families of non-degenerate solutions
(n,m, a, r, s) with n > m ≥ 0 and r > s ≥ 0, namely

(n, n− 3, 1, n− 1, 0) : Fn + Fn−3 = 2Fn−1, n ≥ 3;

(n, n− 6, 1, n− 2, n− 4) : Fn + Fn−6 = 2(Fn−2 + Fn−4), n ≥ 6.

When n = 4, 7, in the first and second families, we must take m = 2 (instead of
m = 1), respectively. In addition, putting N := Fn+Fm, there are exactly 12 values
of N = Fn + Fm yielding 21 more sporadic solutions, namely:

4 = F4 + F2 = 22F2;

8 = F6 = 22F3 = 23F2;

16 = F7 + F4 = 22(F4 + F2) = 23F3 = 24F2;

18 = F7 + F5 = 2(F6 + F2);

24 = F8 + F4 = 22(F5 + F2) = 23F4;

36 = F9 + F3 = 22(F6 + F2);

56 = F10 + F2 = 22(F7 + F2) = 23(F5 + F3);

60 = F10 + F5 = 22(F7 + F3);

92 = F11 + F4 = 22(F8 + F3);

144 = F12 = 22(F9 + F3) = 23(F7 + F5) = 24(F6 + F2);

288 = F13 + F10 = 23(F9 + F3) = 24(F7 + F5) = 25(F6 + F2);

1008 = F16 + F8 = 24(F10 + F6).

Our proof uses elementary considerations, linear forms in logarithms and reduc-
tion techniques.

2. The proof

2.1. The cases a = 0, 1

Although mentioned in the title of the subsection, we do not have to deal with the
case a = 0 because in this case N = M , and since we work with the Zeckendorf
representations of N and M , we conclude that the only situations are the diagonal
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degenerate ones, namely (n,m) = (r, s). Thus, a ≥ 1. Assume next that n > m.
Then

2Fn > Fn + Fm = 2a(Fr + Fs) ≥ 2(Fr + Fs) ≥ 2Fr,

so n > r.
Next we deal with the case a = 1. We have

Fn + Fm = 2(Fr + Fs) = 2Fr + 2Fs = Fr+1 + Fr−2 + 2Fs.

The case s = 0 gives r = n − 1, m = r − 2 = n − 3, which is the first parametric
family. If s ≥ 2, then we get

Fn + Fm = Fr+1 + Fr−2 + Fs+1 + Fs−2. (2)

If s ≤ r−5, then the right–hand side of (2) has a Zeckendorf decomposition of length
4 (if s > 2) or 3 (if s = 2), and the left–hand side has a Zeckendorf decomposition
of length 2 if m > 0 or 1 if m = 0, a contradiction.

If s = r − 4, then the right–hand side of (2) is

Fr+1 + (Fr−2 + Fr−3) + Fr−6 = Fr+1 + Fr−1 + Fr−6.

This is a Zeckendorf decomposition of length 3 except if r = 6, when it is a Zeckendorf
decomposition with two terms, namely F7 + F5. This gives (n,m, r, s) = (7, 5, 6, 2),
which gives the only sporadic solution with a = 1 for which N = 18.

If s = r − 3, then the right–hand side of (2) is

Fr+1 + 2Fr−2 + Fr−5 = Fr+1 + Fr−1 + Fr−4 + Fr−5 = Fr+1 + Fr−1 + Fr−3,

which is a Zeckendorf decomposition with 3 terms, which is not convenient for us.
Finally, if s = r − 2, then we get that the right–hand side of (2) is

Fr+1 + (Fr−1 + Fr−2) + Fr−4 = Fr+1 + Fr + Fr−4 = Fr+2 + Fr−4,

and this is a Zeckendorf decomposition of length 2 if r > 4 and of length 1 if r = 4.
This gives r = n− 2, m = r− 4 = n− 6 and s = r− 2 = n− 4, which is the second
parametric family of solutions.

From now on, we may assume that a ≥ 2.

2.2. Bounding a in terms of n and r

Let (α, β) = ((1 +
√
5)/2, (1 −

√
5)/2) be the roots of the equation x2 − x − 1 = 0.

It is well-known that the Binet formula

Fn =
αn − βn

√
5

holds for all n ≥ 0.

We use
αk−2 ≤ Fk ≤ αk−1 for all k ≥ 1,

to get that

αn−2 ≤ Fn + Fm = 2a(Fr + Fs) ≤ 2a(2Fr) ≤ 2a+1αr−1,
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so
2a+1 ≥ αn−r−1.

Also,
2αn−1 ≥ 2Fn ≥ Fn + Fm = 2a(Fr + Fs) ≥ 2aFr ≥ 2aαr−2,

which gives
2a−1 ≤ αn−r+1.

We record these inequalities.

Lemma 1. The inequalities

2a−1 ≤ αn−r+1 and 2a+1 ≥ αn−r−1

hold.

2.3. Matveev’s theorem

We continue with some notations and terminologies from algebraic number theory.
Let η be an algebraic number of degree d with minimal primitive polynomial over

the integers

a0x
d + a1x

d−1 + · · ·+ ad = a0

d∏
i=1

(x− η(i)),

where the leading coefficient a0 is positive and the η(i)s are the conjugates of η.
Then the logarithmic height of η is given by

h(η) :=
1

d

(
log a0 +

d∑
i=1

log
(
max{|η(i)|, 1}

))
.

In particular, if η = p/q is a rational number with gcd(p, q) = 1 and q > 0, then
h(η) = logmax{|p|, q}. The following are some of the properties of the logarithmic
height function h(·), which will be used in the remaining of this paper without
reference:

h(ηγ±1) ≤ h(η) + h(γ),

h(ηs) = |s|h(η) (s ∈ Z),
h(η ± γ) ≤ h(η) + h(γ) + log 2.

In order to prove our main result Theorem 1, we need to use several times a Baker–
type lower bound for a nonzero linear form in logarithms of algebraic numbers.
There are many such bounds in the literature like that of Baker and Wüstholz from
[1]. We use the one of Matveev from [5]. Matveev proved the following theorem,
which is one of our main tools in this paper.

Theorem 2 (Matveev’s theorem). Let α1, . . . , αt be positive real algebraic numbers
in a real algebraic number field K of degree D, let b1, . . . , bt be nonzero integers, and
assume that

Λ := αb1
1 · · ·αbt

t − 1,
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is nonzero. Then

log |Λ| > −1.4× 30t+3 × t4.5 ×D2(1 + logD)(1 + logB)A1 · · ·At,

where
B ≥ max{|b1|, . . . , |bt|},

and
Ai ≥ max{Dh(αi), | logαi|, 0.16}, for all i = 1, . . . , t.

2.4. Six linear forms in logarithms

We take C1 := 1010, C2 := 1012,

fi(n) := C1(2.2C2)
i−1(1 + log n)i, i = 1, 2, 3, 4,

and put
T = {n−m, r − s, r + s, n} = {t1, t2, t3, t4},

where t1 ≤ t2 ≤ t3 ≤ t4. We prove the following lemma.

Lemma 2. We have
ti ≤ fi(n), for i = 1, 2, 3, 4.

Notice that the lemma gives

n ≤ t4 ≤ f4(n), which gives n < 1056.

In the next section, we will lower the upper bound for n.

Proof. We will apply Matveev’s theorem to 6 linear forms in logarithms labelled as
follows:

Λ1,Λ2,1,Λ2,2,Λ3,1,Λ3,2,Λ4,

where

ΛU := α−(n−δUr)2aηU − 1, U ∈ {1, {2, 1}, {2, 2}, {3, 1}, {3, 2}, 4},

where δU = 1, except for U ∈ {{3, 1}, 4} when δU = 0, and with

η1 := 1, η2,1 := (1 + αm−n)−1, η2,2 := 1 + αs−r,

η3,1 :=
√
5(Fr + Fs), η3,2 :=

1 + αr−s

1 + αm−n
, η4 :=

√
5(Fr + Fs)

1 + αm−n
· (3)

In order to deduce the upper bounds on ti, we show that

|ΛUi
| < 100

αti+1
, for i = 0, 1, 2, 3, (4)

where U0 = 1, U1 ∈ {{2, 1}, {2, 2}}, U2 ∈ {{3, 1}, {3, 2}}, U3 = 4. We also show
that ΛUi

̸= 0 for any i = 0, 1, 2, 3, and we show that (4) implies, via Matveev’s
theorem and recursively on i, that ti+1 ≤ fi+1(n).
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Since we have many things to prove, we will first explain how to deduce ine-
qualities (4) for i = 0, 1, 2, 3. Then we will show how inequality (4) for i = 0
implies t1 ≤ f1(n). Then, for i ≥ 1, we show how inequality (4) for i, Matveev’s
theorem, the assumption that ΛUi

̸= 0, and the fact that tj+1 ≤ fj+1(n) holds for
j = 0, 1, . . . , i− 1, implies that ti+1 ≤ fi+1(n).

So, let us first see how they work. Let i = 0. We rewrite our equation (1) using
the Binet formula for the Fibonacci numbers as

αn − βn

√
5

+
αm − βm

√
5

= 2a
(
αr − βr

√
5

+
αs − βs

√
5

)
,

giving

|αn − 2aαr| = |βn − αm + βm + 2aαs − 2aβr − 2aβs|
≤ |β|n + |β|m + αm + 2aαs + 2a|β|r + 2a|β|s

≤ 2 + αm + 2aαs + 2a+1 ≤ 3(αm + 2aαs)

≤ 3(αm + 2αn−r+s+1) ≤ 3(2α+ 1)αmax{m,n−r+s},

where in the above we used that |β| < 1 and Lemma 1. Dividing across by αn, we
get

|Λ1| = |α−(n−r)2a − 1| < 3(2α+ 1)

αmin{n−m,r−s} <
100

αt1
, (5)

and we recognise as (4) for i = 0. Note that we also get that t1 = min{n−m, r−s}.
In the same way, we prove that (4) holds for i = 1, 2, 3. Let’s see the details.

For i = 1, if t1 = n−m, then we rewrite (1) as

|αn(1 + αm−n)− 2aαr| = |βn + βm + 2aαs − 2aβr − 2aβs|
≤ 2 + 2aαs + 2a+1 < 3(1 + 2aαs)

< 3(1 + 2αn−r+s+1) < 3(2α+ 1)αn−r+s,

so, dividing across by αn(1 + αm−n), we get

|Λ2,1| = |α−(n−r)2a(1 + αm−n)−1 − 1| < 3(2α+ 1)

αr−s(1 + αm−n)
<

100

αt2
, (6)

which is (4) at i = 2. We also note that in this case t1 = n−m, t2 = r− s. On the
other hand, if t1 = r − s, then we rewrite (1) as

|αn − 2aαr(1 + αs−r)| = | − αm + βn + βm − 2aβr − 2aβs|
≤ αm + 2 + 2a+1|β|s = αm + 2 + 2a+1α−s

< 3(αm + 2αn−r−s+1) < 3(2α+ 1)αmax{m,n−r−s},

and dividing across by αn, we get

|Λ2,2| = |α−(n−r)2a(1 + αs−r)− 1| < 3(2α+ 1)

αmin{n−m,r+s} ≤ 100

αt2
· (7)
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Here, t1 = r − s and t2 = min{n − m, r + s}. A similar argument works for
i = 2 distinguishing the various possibilities for t1, t2. In the most asymmetric case
t1 = r − s, t2 = r + s, we rewrite equation (1) as

|αn − 2a
√
5(Fr + Fs)| = | − αm + βm + βn| ≤ 3αm,

so, dividing across by αn we get

|Λ3,1| = |α−n2a
√
5(Fr + Fs)− 1| < 3

αn−m
<

100

αt3
, (8)

which is what we wanted. In the remaining cases, we have {t1, t2} = {n−m, r− s},
and then we rewrite (1) as

|αn(1 + αm−n)− 2aαr(1 + αs−r)| = |βm + βn + 2aβr + 2aβs|
≤ 2|β|m + 2a+1|β|s < 2α−m + 4αn−r−s+1

≤ (2 + 4α)αmax{−m,n−r−s},

which after dividing it by αn(1 + αm−n) we recognise that it leads to

|Λ3,2| =
∣∣∣∣α−(n−r)2a

(
1 + αs−r

1 + αm−n

)
− 1

∣∣∣∣ < 2 + 4α

αmin{n+m,r+s}(1 + αm−n)
<

100

αt3
· (9)

Here, we take t3 = min{r + s, n}. Cleary, n > max{n−m, r − s} (because n > r),
so we cannot have n ∈ {t1, t2}. If n ̸= t4, then we get that n = t3, which leads to
t4 = r + s < 2n. Thus, by the i = 2 step, we would get that n < f3(n), and later
on t4 = r+ s < 2n < 2f3(n) < f4(n). So, the inequality for i = 3 follows right away
from the inequality of i = 2. It remains to study the case when n = t4. In this case,
we rewrite equation (1) as

|αn(1 + αm−n)− 2a(
√
5(Fr + Fs))| = |βn + βm| ≤ 2,

and dividing across by αn(1 + αm−n) we get

|Λ4| =

∣∣∣∣∣α−n2a

(√
5(Fr + Fs)

1 + αm−n

)
− 1

∣∣∣∣∣ < 2

αn(1 + αm−n)
<

2

αn
<

100

αt4
, (10)

which is inequality (4) at i = 3.
Having justified inequalities (4), let us see how to deduce the upper bounds on

ti. We will prove that ΛU ̸= 0 later. So far, to get a lower bound on ΛU , note that

ΛU = αb1
1 αb2

2 αb3
3 − 1,

where

α1 = α, α2 = 2, α3 = ηU , b1 = −(n− δUr), b2 = a, b3 = 1.

Notice that K := Q(α) has degree D = 2 and contains α1, α2, α3. Next, b1 ≤ n.
As for b2, Lemma 1 tells us that 2a−1 ≤ αn−r+1. If r ≥ 2, then we get a < n
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since α < 2. On the other hand, if r = 1, then Fn + Fm = 2a, which implies that
n ≤ 7 by the main result in [2], and then the inequalities ti < fi(n) hold anyway
for all i = 1, 2, 3, 4. Thus, we may take B := n > max{|b1|, |b2|, |b3|}. We take
A1 := logα, A2 := 2 log 2. At i = 0, we take U0 := 1, ηU0

= η1 = 1, so we have a
linear form in two logarithms only. By Matveev’s Theorem 2, we get

|ΛU0 | > exp(−C0(1 + log n)),

where

C0 = 1.4× 305 × 24.522(1 + log 2)(logα)(2 log 2) < 4× 109.

Applying inequality (4) at i = 0, we get

t1 logα < log 100 + C0(1 + log n) < 4.1× 109(1 + log n),

so

t1 <
4.1

logα
× 109(1 + log n) < 1010(1 + log n) < f1(n).

This is the start. Assume now that i ≥ 2 and that tj ≤ fj(n) has been established
for j = 1, . . . , i− 1. We apply Matveev’s Theorem 2 to |ΛUi−1

|. We then get that

|ΛUi−1 | > exp(−C3(1 + log n)(2h(ηUi−1))),

where

C3 = 1.4× 306 × 34.522(1 + log 2)(logα)(2 log 2) < 7× 1011.

It remains to bound h(ηUi−1
). Note that

h(ηUi−1
) ≤


t1(logα)/2 + log 2 i = 2,

(r + s) logα+ log 2 + (log 5)/2, i = 3, or
(r − s)(logα)/2 + (n−m)(logα)/2 + 2 log 2, i = 3,

(n−m)(logα)/2 + (r + s) logα+ 2 log 2 + (log 5)/2, i = 4.

(11)

Since 2 log 2 + (log 5)/2 < 3, it follows from the above that

h(ηUi−1) <
3ti−1 logα

2
+ 3 <

3

2
(fi−1(n) logα+ 2) .

We thus get that

ti logα < log 100 + 7× 1011 × 3(fi−1(n) logα+ 2)(1 + log n),

which gives

ti <
log 100

logα
+ 7× 1011 × 3

(
fi−1(n) +

2

logα

)
(1 + log n)

< 2.2× 1012fi−1(n)(1 + log n) = fi(n),
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which is what we wanted. In the above, we used the fact that

log 100

logα
+ 7× 1011 × 3

(
fi−1(n) +

2

logα

)
(1 + log n)

< (0.71× 1012 × 3)

(
fi−1(n) +

2

logα

)
(1 + log n)

< (2.13× 1012)(1.01fi−1(n))(1 + log n)

< 2.2× 1012fi−1(n)(1 + log n) = fi(n),

for any i ≥ 2 and any n ≥ 2.

2.5. Justifying that ΛU ̸= 0

For i = 0, the form Λ1 appears on the left–hand side of (5). This is zero if and only
if αn−r = 2a. This implies n = r and a = 0, which is not allowed. For i = 1, the
form is the one appearing on the left–hand sides of one of (6) or (7). This gives

α−(n−r)2a(1 + α−t1)±1 = 1.

Taking norms and absolute values in K, we get that

22a = |N(1 + α−t1)|±1 = |N(αt1 + 1)|±1.

The one with a negative exponent cannot hold since 1 + αt1 is an algebraic integer.
The one with a positive exponent gives

22a = (αt1 + 1)(βt1 + 1) = (αβ)t1 + 1 + (αt1 + βt1) = Lt1 + 1 + (−1)t1 .

If t1 is odd, we get Lt1 = 22a. Since 8 never divides Lk for any k, we get a = 1 and
t1 = 3. If t1 is even, we get

22a = Lt1 + 2 =

{
5F 2

t1/2
if 2∥t1,

L2
t1/2

if 4 | t1.

The first case is impossible since 5 does not divide 22a. The second case leads to
Lt1/2 = 2a with t1/2 being even, which gives again that a = 1. However, the case
a = 1 was treated by elementary arguments using Zeckendorf decompositions in the
first section of the proof and we are in the case a ≥ 2. Thus, ΛU1 is nonzero.

For i = 3, if ηU2
=

√
5(Fr + Fs), then the form appears on the left–hand side

of (8). If it is zero, then −αm + βm + βn = 0. If m = 0, we get βn = 0, which is
impossible, while if m ̸= 0, then m ≥ 2, so α2 ≤ αm = |βm + βn| < 2, which is a
contradiction. If i = 3 and ηU2 = (1 + αs−r)/(1 + αm−n), then the form appears on
the left–hand side of (9). If it zero, we get

2aα−(n−r) =
1 + αm−n

1 + αr−s
.
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Taking norms we get

22a =

∣∣∣∣N (1 + αm−n

1 + αs−r

)∣∣∣∣ = |N(αn−m + 1)|
|N(αr−s + 1)|

=
Ln−m + 1 + (−1)n−m

Lr−s + 1 + (−1)r−s
·

If n − m is odd, we get 22a = Ln−m/(Lr−s + 1 + (−1)r−s). Since 8 - Lk for any
k ≥ 1, we get that a = 1, which is not convenient for us. Thus, n − m is even. If
2∥n−m, we get

22a =
5F 2

(n−m)/2

Lr−s + 1 + (−1)r−s
·

If r − s is odd, the denominator on the right–hand side above is Lr−s, a number
coprime to 5, so the above equation is impossible since 5 does not divide 22a. If
4 | r − s, then the denominator on the right–hand side above is L2

(r−s)/2, a number

coprime to 5, and we get the same contradiction. Finally, it follows that 2∥r− s, so
the equation is

2a =
F(n−m)/2

F(r−s)/2
·

Since (n−m)/2 is odd, it follows that F(n−m)/2 is even but not a multiple of 4, so
a = 1, again a contradiction. Finally, if 4 | n−m, we get

22a =
L2
(n−m)/2

Lr−s + 1 + (−1)r−s
·

Note that L(n−m)/2 can be even but not a multiple of 4 since (n − m)/2 is even.
This shows again that a = 1, a contradiction. Thus, ΛU2

̸= 0 in all cases. When
i = 4, the form ΛU3

appears on the left–hand side of (10). The condition ΛU3
= 0

then implies βn + βm = 0, so βn−m = −1, which is impossible. Thus, ΛU3
̸= 0.

2.6. Reduction tools

During the course of our calculations, we got n < 1056. This is too large, thus
we need to reduce it. To do so, we use some results from the theory of continued
fractions. Specifically, for a nonhomogeneous linear form in two integer variables,
we use a slight variation of a result due to Dujella and Pethő (see [3], Lemma 5a).

For a real number X, we write ||X|| := min{|X − n| : n ∈ Z} for the distance
from X to the nearest integer.

Lemma 3. Let M be a positive integer, p/q a convergent of the continued fraction
of the irrational number τ such that q > 6M , and A,B, µ some real numbers with
A > 0 and B > 1. If ε := ||µq|| − M ||τq|| > 0, then there is no solution to the
inequality

0 < |uτ − v + µ| < AB−w,

in positive integers u, v and w with

u ≤ M and w ≥ log(Aq/ε)

logB
·
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The above lemma cannot be applied when µ is a linear combination of 1 and
τ since then ε < 0. In this case, we use the following criterion of Legendre (see
Theorem 8.2.4 and the top of page 287 in [6]).

Lemma 4 (Legendre). Let τ = [a0, a1, a2, . . .] be the continued fraction expansion
of a real number τ , and let x, y be integers such that∣∣∣∣τ − x

y

∣∣∣∣ < 1

2y2
·

Then x/y = pk/qk is a convergent of τ . Furthermore,∣∣∣∣τ − x

y

∣∣∣∣ ≥ 1

(ak+1 + 2)y2
·

2.7. Lowering the bounds

We need to find better bounds on ti for i = 1, 2, 3, 4 than the ones implied by Lemma
2 for n < 1056.

2.7.1. Bounding t1

Assume t1 ≥ 12. Then the right–hand side of inequality (5) is < 1/2. It thus follows
that

|a log 2− (n− r) logα| < 200

αt1
·

Dividing across by (n− r) log 2, we get∣∣∣∣ a

n− r
− logα

log 2

∣∣∣∣ < 200

(n− r)(log 2)αt1
· (12)

Suppose that t1 ≥ 290. Then the right–hand side above is less than 1/(2(n − r)2).
Indeed, the inequality

200

(n− r)(log 2)αt1
<

1

2(n− r)2

is equivalent to (
400

log 2

)
(n− r) < αt1

and this last inequality is fulfilled for t1 > 290 since n−r ≤ n < 1056. By Legendre’s
Lemma 4, a/(n − r) = pk/qk for some convergent pk/qk of (logα)/(log 2). Since
q113 ≤ 1056 < q114, it follows that k ≤ 113. Since max{aj : 0 ≤ j ≤ 114} = 134,
we get, again by Lemma 4, that the left–hand side of (12) is bounded below by
1/(136(n− r)2). We thus get that

1

136(n− r)2
<

200

(n− r)(log 2)αt1
,

so

αt1 < 136

(
200

log 2

)
(n− r) < 4× 1060, so t1 < 290,

a contradiction. This shows that t1 ≤ 290.
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2.7.2. Bounding t2

We assume that t2 ≥ 300. We work with inequality (6) or (7), according to whether
t1 = n −m or t1 = r − s, respectively. In either case, since 100/αt2 < 1/2, we get
that

|a log 2− (n− r) logα± logL| < 200

αt2
, where L := 1 + α−t1 .

Dividing both sides by logα, we get

|aτ − (n− r)± µ| < 200

(logα)αt2
<

A

Bt2
, (13)

where we take

τ =
log 2

logα
, A = 420, B = α, µ =

log(1 + α−t1)

logα
, t1 = 0, 2, . . . , 290.

Note that we did not consider t1 = 1 since t1 is one of n−m and r− s, and we work
with Zeckendorf representations of N and M , respectively. In the case t1 = 0, 3, we
get

µ =
log 2

logα
,
log 2

logα
− 1 ∈ {τ, τ − 1}, respectively,

and the argument from the analysis of the bound on t1 (a continued fraction of τ)
shows that t2 ≤ 290. For t1 ∈ {2, 4, . . . , 290}, we use the Baker-Davenport reduction
method. We choose the convergent p/q := p119/q119 given by

5752938745241556644300038224577169621828660456346659241762182

3993931203496220640429491278118964138612545968185396080381853
·

We choose M := 1056, so 6M < 3× 1060 < q. Then M∥qτ∥ < 0.00005, while

∥qµ∥ > 0.0023 for all t1 ∈ {2, 4, . . . , 290}.

Hence, ∥qµ∥ −M∥qτ∥ > ε := 0.0005 for our choices of t1. We thus get that

t2 ≤ log(Aqε−1)

logB
< 324.

2.8. Bounding t3

Here, we need to increase p/q. We choose p/q = p199/q199. It turns out that
q < 1.3 × 10103. We compute M∥τq∥ < 1.7 × 10−47. In the asymmetric case
t1 = r − s, t2 = r + s, we have 2r = t1 + t2 < 620, so r < 310. We generated all
numbers of the form µ := (log(

√
5(Fr + Fs)))/(logα) with 0 ≤ s ≤ r − 2 < 310.

They appear in the analog of (13) with t2 replaced by t3 which is

|aτ − (n− δUr)± µ| < 200

(logα)αt3
<

A

Bt3
·
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In our particular situation, δU = 0. Computing ∥qµ∥, we get that this number is
> 1.6× 10−37 in all cases. Hence, 1.6× 10−37 − 1.7× 10−47 > ε := 10−37. Then we
get that

t3 <
log(Aqε−1)

logα
< 683.

In the case when {t1, t2} = {n−m, r − s}, we computed (1 + α−t2)/(1 + α−t1) for
2 ≤ t1 < t2 < 324. We ignore the case t1 = t2 since then ηU = 1 and t3 ≤ 290 by
using the continued fraction of τ as in the bound for t1. We also ignore the case
{t1, t2} = {2, 6}. Indeed, if say n − m = 6, r − s = 2, then we have Fn + Fm =
Fn + Fn−6 = 2(Fn−2 + Fn−4), so we get 2(Fn−2 + Fn−4) = 2a(Fr + Fr−2). This
gives Fn−2 + Fn−4 = 2a−1(Fr + Fr−2). The case a = 1 gives the second known
parametric family. The case a − 1 > 0 yields a new solution (n′,m′, a′, r′, s′) =
(n − 2, n − 4, a − 1, r, r − 2) with n′ − m′ = 2 = r′ − s′, so ηU = 1, showing that
t3 ≤ 290.

The case r−s = 6, n−m = 2 is similar, namely we have Fn+Fn−2 = Fn+Fm =
2a(Fr + Fr−6) = 2a+1(Fr−2 + Fr−4), so we got a new solution (n′,m′, a′, r′, s′) =
(n,m, a+ 1, r − 2, r − 4) with n′ −m′ = r′ − s′ = 2 and we again get t3 ≤ 290.

So, now we computed all numbers of the form ∥qµ∥ for such values of µ obtaining
that the minimum exceeds 5.5× 10−6. Hence, we can take ε := 5× 10−6. We then
get

t3 <
log(Aqε−1)

logα
< 532.

To summarise, we have that t3 < 683.

2.8.1. Bounding t4

There is a lot of work to be done here. First of all, if n < 683, we are in good shape.
If not 2r = (r+ s+ r− s) < 683+ 324 < 1100, so r < 510. Having now s < r < 510
and n −m < 683, we compute an upper bound on the height of the number h(ηU )
for U = 4 appearing in (3). Indeed, by (11) we get that h(ηU3

) = h(η4) ≤ 700.
Using now the upper bound (10) on Λ4 and Matveev’s theorem, we obtain

n logα < log 100 + C3(700)(1 + log n) < 5× 1014(1 + log n)

giving

n < 1.1× 1015(1 + log n),

and so n < 1017. With this new upper bound for n we go back to the reductions for
t1, t2, t3, and repeating the continued fractions arguments and the Baker-Davenport
reductions we get t1 < 100, t2 < 115, t3 < 235.

Let us now work on reducing the upper bound for n even more. In fact, if
n < 235, then we are in good shape. If not, 2r = (r+ s+ r− s) < 235 + 115 < 350,
so r < 175. On the other hand, since 2/αn < 1/2, from (10) we have that

|aτ − n+ ν| < 200

(logα)αt4
<

A

Bt4
, (14)
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where

ν =
log(

√
5(Fr + Fs)/(1 + α−(n−m)))

logα
·

As mentioned before, Baker-Davenport reduction does not work when µ is a linear
combination of 1 and (log 2)/(logα) since then ε < 0. In previous cases we identified
easily when that was so. That is, when µ = (log(1+α−t1))/(logα) the only possibi-
lity for t1 ≥ 2 for which this number was a linear combination of 1 and (log 2)/(logα)
was for t1 = 3. Similarly, for µ = (log((1 + α−t2)/(1 + α−t1)))/(logα), the only
possibility for t3 > t2 ≥ 2 for which this number was a linear combination of 1 and
(log 2)/(logα) was for (t1, t2) = (2, 6). Here, we have to decide when the number is
ν = (log(

√
5(Fr + Fs)/(1 + α−t)))/(logα), where t = n−m = ti for some i = 1, 2, 3

a linear combination of 1 and (log 2)/(logα). Well, if this is so, then

√
5(Fr + Fs)

1 + α−(n−m)
= ±2bαc

for some integers b, c. Taking norms in K and absolute values we get

5(Fr + Fs)
2

Ln−m + 1 + (−1)n−m
= 22b.

If n −m is odd, or 4 | n −m, then the denominator on the left–hand side above is
Ln−m or L2

(n−m)/2. Since 5 - Lk for any k, the above equation is impossible. So,

2∥n −m, and therefore the denominator on the left–hand side above is 5F 2
(n−m)/2.

Hence

Fr + Fs = 2bF(n−m)/2.

On the other hand, 2a(Fr + Fs) = Fn + Fm = F(n−m)/2L(n+m)/2, where the right–

hand side factorisation above holds because 2∥n−m. Thus, we get L(n+m)/2 = 2a+b,
which implies that (n+m)/2 = 3, so n ≤ 6. So, when doing the last Baker-Davenport
reduction we eliminate the above instances.

Finally, applying Lemma 3 to inequality (14), for all choices n, r, s with 0 ≤ s ≤
r − 2 < 173 and 2 ≤ n−m ≤ 235, we obtain that n ≤ 400.

For further convenience of the reader we mention that in the computations above
we did not consider the cases (s, r, n−m) = (0, 2, 2) and (s, r, n−m) = (0, r, 2r) with
r odd since then ε < 0 and so Lemma 3 does not apply. In fact, if (s, r, n −m) =
(0, 2, 2), (0, r, 2r) with r odd, we get that ν = 1, r, respectively. In the first case
above, we obtain the sporadic solution F4 + F2 = 22F2. In the the second case,
the original equation is transformed into a simpler equation Lm+r = 2a, and so
(m, r, a) = (0, 3, 2). Hence, we get the solution F6 = 22F3.

2.8.2. The final computation

As we saw in the preceding subsection, it is enough to look for solutions to equation
(1) for n ≤ 400. What we did is to generate Fn + Fm for all m ≤ n− 2 ≤ 400. Let
L1 be the set of such numbers. Next, we created a new list L2 in the following way.
For each member N of L1 for which 4 | N , we put in L2 the numbers N/2k for all
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k = 2, 3, . . . , ν2(N). Here, ν2(N) is the exponent of 2 in the factorisation of N . We
computed L1 ∩ L2 obtaining

L1 ∩ L2 = {1, 2, 3, 4, 6, 7, 9, 14, 15, 18, 23, 36, 63}.

We also found that max{ν2(N) : N ∈ L1} = 18. From these facts and the original
equation (1), we can conclude that

Fn ≤ Fn + Fm ≤ 63 · 218 < 108,

and therefore n ≤ 40. Then a brute force search with Mathematica for n ≤ 40 and
a ≥ 2 gives sporadic solutions from the statement of the theorem. This completes
the proof of Theorem 1.
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